
CHAPTER 1 

The Problem 
of Cooperation 

UNDER WHAT CONDITIONS will cooperation 
emerge in a world of egoists without central authority? 
This question has intrigued people for a long time. And for 
good reason. We all know that people are not angels, and 
that they tend to look after themselves and their own first. 
Yet we also know that cooperation does occur and that our 
civilization is based upon it. But, in situations where each 
individual has an incentive to be selfish, how can coopera-
tion ever develop? 

The answer each of us gives to this question has a funda-
mental effect on how we think and act in our social, politi-
cal, and economic relations with others. And the answers 
that others give have a great effect on how ready they will 
be to cooperate with us. 

The most famous answer was given over three hundred 
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years ago by Thomas Hobbes. It was pessimistic. He argued 
that before governments existed, the state of nature was 
dominated by the problem of selfish individuals who com-
peted on such ruthless terms that life was "solitary, poor, 
nasty, brutish, and short" (Hobbes 1651/1962, p. 100). In 
his view. cooperation could not develop without a central 
authority, and consequently a strong government was nec-
essary. Ever since, arguments about the proper scope of 
government have often focused on whether one could, or 
could not, expect cooperation to emerge in a particular do-
main if there were not an authority to police the situation. 

Today nations interact without central authority. There-
fore the requirements for the emergence of cooperation 
have relevance to many of the central issues of interna-
tional politics. The most important problem is the security 
dilemma: nations often seek their own security through 
means which challenge the security of others. This prob-
lem arises in such areas as escalation of local conflicts and 
arms races. Related problems occur in international rela-
tions in the form of competition within alliances, tariff 
negotiations, and communal conflict in places like Cyprus. l 

The Soviet invasion of Afghanistan in 1979 presented 
the United States with a typical dilemma of choice. If the 
United States continued business as usual, the Soviet Union 
might be encouraged to try other forms of noncooperative 
behavior later on. On the other hand, any substantial less-
ening of United States cooperation risked some form of 
retaliation, which could then set off counter-retaliation, 
setting up a pattern of mutual hostility that could be diffi-
cult to end. Much of the domestic debate about foreign 
policy is concerned with problems of just this type. And 
properly so, since these are hard choices. 

In everyday life, we may ask ourselves how many times 
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we will invite acquaintances for dinner if they never invite 
us over in return. An executive in an organization does 
favors for another executive in order to get favors in ex-
change. A journalist who has received a leaked news story 
gives favorable coverage to the source in the hope that 
further leaks will be forthcoming. A business firm in an 
industry with only one other major company charges high 
prices with the expectation that the other firm will also 
maintain high prices-to their mutual advantage and at the 
expense of the consumer. 

For me, a typical case of the emergence of cooperation is 
the development of patterns of behavior in a legislative 
body such as the United States Senate. Each senator has an 
incentive to appear effective to his or her constituents, even 
at the expense of conflicting with other senators who are 
trying to appear effective to their constituents. But this is 
hardly a situation of completely opposing interests, a zero-
sum game. On the contrary. there are many opportunities 
for mutually rewarding activities by two senators. These 
mutually rewarding actions have led to the creation of an 
elaborate set of norms, or folkways, in the Senate. Among 
the most important of these is the norm of reciprocity-a 
folkway which involves helping out a colleague and get-
ting repaid in kind. It includes vote trading but extends to 
so many types of mutually rewarding behavior that "it is 
not an exaggeration to say that reciprocity is a way of life 
in the Senate" (Matthews 1960, p. 100; see also Mayhew 
1975). 

Washington was not always like this. Early observers 
saw the members of the Washington community as quite 
unscrupulous, unreliable, and characterized by "falsehood, 
deceit, treachery" (Smith 1906, p. 190). In the 1980s the 
practice of reciprocity is well established. Even the signifi-
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cant changes in the Senate over the last two decades, tend-
ing toward more decentralization, more openness, and 
more equal distribution of power, have come without abat-
ing the folkway of reciprocity (Ornstein, Peabody, and 
Rhode 1977). As will be seen, it is not necessary to assume 
that senators are more honest, more generous, or more 
public-spirited than in earlier years to explain how cooper-
ation based on reciprocity has emerged or proved stable. 
The emergence of cooperation can be explained as a conse-
quence of individual senators pursuing their own interests. 

The approach of this book is to investigate how individ-
uals pursuing their own interests will act, followed by an 
analysis of what effects this will have for the system as a 
whole. Put another way, the approach is to make some 
assumptions about individual motives and then deduce con-
sequences for the behavior of the entire system (Schelling 
1978). The case of the U.S. Senate is a good example. but 
the same style of reasoning can be applied to other settings. 

The object of this enterprise is to develop a theory of 
cooperation that can be used to discover what is necessary 
for cooperation to emerge. By understanding the condi-
tions that allow it to emerge, appropriate actions can be 
taken to foster the development of cooperation in a specific 
setting. 

The Cooperation Theory that is presented in this book is 
based upon an investigation of individuals who pursue their 
own self-interest without the aid of a central authority to 
force them to cooperate with each other. The reason for 
assuming self-interest is that it allows an examination of 
the difficult case in which cooperation is not completely 
based upon a concern for others or upon the welfare of the 
group as a whole. It must, however, be stressed that this 
assumption is actually much less restrictive than it appears. 
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If a sister is concerned for the welfare of her brother, the 
sister's self-interest can be thought of as including (among 
many other things) this concern for the welfare of her 
brother. But this does not necessarily eliminate all potential 
for conflict between sister and brother. Likewise a nation 
may act in part out of regard for the interests of its friends. 
but this regard does not mean that even friendly countries 
are always able to cooperate for their mutual benefit. So the 
assumption of self-interest is really just an assumption that 
concern for others does not completely solve the problem 
of when to cooperate with them and when not to. 

A good example of the fundamental problem of coopera-
tion is the case where two industrial nations have erected 
trade barriers to each other's exports. Because of the mutual 
advantages of free trade, both countries would be better off 
if these barriers were eliminated. But if either country were 
to unilaterally eliminate its barriers, it would find itself fac-
ing terms of trade that hurt its own economy. In fact, 
whatever one country does, the other country is better off 
retaining its own trade barriers. Therefore, the problem is 
that each country has an incentive to retain trade barriers, 
leading to a worse outcome than would have been possible 
had both countries cooperated with each other. 

This basic problem occurs when the pursuit of self-inter-
est by each leads to a poor outcome for alL To make head-
way in understanding the vast array of specific situations 
which have this property, a way is needed to represent 
what is common to these situations without becoming 
bogged down in the details unique to each. Fortunately, 
there is such a representation available: the famous Prison-
er's Dilemma game.2 

In the Prisoner's Dilemma game, there are two players. 
Each has two choices, namely cooperate or defect. Each 
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must make the choice without knowing what the other 
will do. No matter what the other does, defection yields a 
higher payoff than cooperation. The dilemma is that if 
both defect, both do worse than if both had cooperated. 
This simple game will provide the basis for the entire anal-
ysis used in this book. 

The way the game works is shown in figure 1. One 
player chooses a row, either cooperating or defecting. The 
other player simultaneously chooses a column, either coop-
erating or defecting. Together, these choices result in one 
of the four possible outcomes shown in that matrix. If both 
players cooperate, both do fairly well. Both get R, the re-
ward for mutual cooperation. In the concrete illustration of 
figure 1 the reward is 3 points. This number might, for 
example, be a payoff in dollars that each player gets for that 
outcome, If one player cooperates but the other defects, the 
defecting player gets the temptation to deject, while the coop-
erating player gets the sucker's payoff. In the example, these 
are 5 points and 0 points respectively. If both defect, both 
get 1 point, the punishment for mutual dejection. 

What should you do in such a game? Suppose you are 
the row player, and you think the column player will coop-
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FIGURE 1 
The Prisoner's Dilemma 

Column Pillyer 

Row 
Player 

Cooperate 

Defect 

Cooperate 

R=3, R=3 
Reward for 

mutual cooperation 

T=5, s=o 
Temptation to defect 

and sucker's payoff 

NOTE: The payoffs to the row chooser art' listed first. 

Defect 

s=o, T=5 
Sucker's payoff, and 
temptation to defect 

P=l, P=l 
Punishment for 

mutual defection 
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erate. This means that you will get one of the two out-
comes in the first column of figure 1. You have a choice. 
You can cooperate as well, getting the 3 points of the re-
ward for mutual cooperation. Or you can defect, getting 
the 5 points of the temptation payoff. So it pays to defect if 
you think the other player will cooperate. But now suppose 
that you think the other player will defect. Now you are in 
the second column of figure 1, and you have a choice be-
tween cooperating, which would make you a sucker and 
give you 0 points, and defecting, which would result in, 
mutual punishment giving you 1 point. So it pays to defect 
if you think the other player will defect. This means that it 
is better to defect if you think the other player will cooper-
ate, and it is better to defect if you think the other player 
will defect. So no matter what the other player does, it pays 
for you to defect. 

So far, so good. But the same logic holds for the other 
player too. Therefore, the other player should defect no 
matter what you are expected to do. So you should both 
defect. But then you both get 1 point which is worse than 
the 3 points of the reward that you both could have gotten 
had you both cooperated. Individual rationality leads to a 
worse outcome for both than is possible. Hence the 
dilemma. 

The Prisoner's Dilemma is simply an abstract formula-
tion of some very common and very interesting situations 
in which what is best for each person individually leads to 
mutual defection, whereas everyone would have been bet-
ter off with mutual cooperation. The definition of Prison-
er's Dilemma requires that several relationships hold 
among the four different potential outcomes. The first re-
lationship specifies the order of the four payoffs. The best a 
player can do is get T, the temptation to defect when the 
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other player cooperates. The worst a player can do is get S, 
the sucker's payoff for cooperating while the other player 
defects. In ordering the other two outcomes, R, the reward 
for mutual cooperation, is assumed to be better than P, the 
punishment for mutual defection. This leads to a prefer-
ence ranking of the four payoffs from best to worst as T, R, 
P, and S. 

The second part of the definition of the Prisoner's Di-
lemma is that the players cannot get out of their dilemma 
by taking turns exploiting each other. This assumption 
means that an even chance of exploitation and being ex-
ploited is not as good an outcome for a player as mutual 
cooperation. It is therefore assumed that the reward for 
mutual cooperation is greater than the average of the temp-
tation and the sucker's payoff. This assumption, together 
with the rank ordering of the four payoffs, defines the Pris-
oner's Dilemma. 

Thus two egoists playing the game once will both choose 
their dominant choice, defection, and each will get less 
than they both could have gotten if they had cooperated. If 
the game is played a known finite number of times, the 
players still have no incentive to cooperate. This is certainly 
true on the last move since there is no future to influence. 
On the next-to-Iast move neither player will have an in-
centive to cooperate since they can both anticipate a defec-
tion by the other player on the very last move. Such a line 
of reasoning implies that the game will unravel all the way 
back to mutual defection on the first move of any sequence 
of plays that is of known finite length (Luce and Raiffa 
1957, pp. 94-102). This reasoning does not apply if the 
players will interact an indefinite number of times. And in 
most realistic settings, the players cannot be sure when the 
last interaction between them will take place. As will be 
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shown later, with an indefinite number of interactions, co-
operation can emerge. The issue then becomes the discov-
ery of the precise conditions that are necessary and suffi-
cient for cooperation to emerge. 

In this book I will examine interactions between just two 
players at a time. A single player may be interacting with 
many others, but the player is assumed to be interacting 
with them one at a time.3 The player is also assumed to 
recognize another player and to remember how the two of 
them have interacted so far. This ability to recognize and 
remember allows the history of the particular interaction to 
be taken into account by a player's strategy. 

A variety of ways to resolve the Prisoner's Dilemma have 
been developed. Each involves allowing some additional 
activity that alters the strategic interaction in such a way as 
to fundamentally change the nature of the problem. The 
original problem remains, however, because there are many 
situations in which these remedies are not available. There-
fore, the problem will be considered in its fundamental 
form, without these alterations. 

1. There is no mechanism available to the players to 
make enforceable threats or commitments (Schelling 
1960). Since the players cannot commit themselves to a 
particular strategy, each must take into account all possible 
strategies that might be used by the other player. Moreover 
the players have all possible strategies available to 
themselves. 

2. There is no way to be sure what the other player will 
do on a given move. This eliminates the possibility of me-
tagame analysis (Howard 1971) which allows such options 
as "make the same choice as the other is about to make." It 
also eliminates the possibility of reliable reputations such as 
might be based on watching the other player interact with 
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third parties. Thus the only information available to the 
players about each other is the history of their interaction 
so far. 

3. There is no way to eliminate the other player or run 
away from the interaction. Therefore each player retains 
the ability to cooperate or defect on each move. 

4. There is no way to change the other player's payoffs. 
The payoffs already include whatever consideration each 
player has for the interests of the other (Taylor 1976, pp. 
69-73). 

Under these conditions, words not backed by actions are 
so cheap as to be meaningless. The players can communi-
cate with each other only through the sequence of their 
own behavior. This is the problem of the Prisoner's Dilem-
ma in its fundamental form. 

What makes it possible for cooperation to emerge is the 
fact that the players might meet again. This possibility 
means that the choices made today not only determine the 
outcome of this move, but can also influence the later 
choices of the players. The future can therefore cast a shad-
ow back upon the present and thereby affect the current 
strategic situation. 

But the future is less important than the present-for 
two reasons. The first is that players tend to value payoffs 
less as the time of their obtainment recedes into the future. 
The second is that there is always some chance that the 
players will not meet again. An ongoing relationship may 
end when one or the other player moves away, changes 
jobs, dies, or goes bankrupt. 

For these reasons, the payoff of the next move always 
counts less than the payoff of the current move. A natural 
way to take this into account is to cumulate payoffs over 
time in such a way that the next move is worth some frac-
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tion of the current move (Shubik 1970). The weight (or 
importance) of the next move relative to the current move 
will be called w. It represents the degree to which the pay-
off of each move is discounted relative to the previous 
move, and is therefore a discount parameter. 

The discount parameter can be used to determine the 
payoff for a whole sequence. To take a simple example, 
suppose that each move is only half as important as the 
previous move, making w = l/Z. Then a whole string of 
mutual defections worth one point each move would have 
a value of 1 on the first move, 1/2 on the second move, 1A on 
the third move, and so on. The cumulative value of the 
sequence would be 1 + 1/z + 1/4 + Va .•. which would 
sum to exactly 2. In general, getting one point on each 
move would be worth 1 + w + w2 + w3 •••• A very 
useful fact is that the sum of this infinite series for any w 
greater than zero and less than one is simply l/(l-w). To 
take another case, if each move is worth 90 percent of the 
previous move, a string of 1 's would be worth ten points 
because 1/{1-w) = 1/(1-.9) = 1j.l to. Similarly, 
with w still equal to .9, a string of 3 point mutual rewards 
would be worth three times this, or 30 points. 

Now consider an example of two players interacting. 
Suppose one player is following the policy of always 
defecting (ALL D), and the other player is following the 
policy of TIT FOR TAT. TIT FOR TAT is the policy of 
cooperating on the first move and then doing whatever the 
other player did on the previous move. This policy means 
that TIT FOR TAT will defect once after each defection 
of the other player. When the other player is using TIT 
FOR TAT, a player who always defects will get T on the 
first move, and P on all subsequent moves. The value (or 
score) to someone using ALL D when playing with some-
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one using TIT FOR TAT is thus the sum of T for the first 
move, wP for the second move, w2p for the third move, 
and so on.4 

Both ALL D and TIT FOR TAT are strategies. In gen-
eral, a strategy (or decision rule) is a specification of what to 
do in any situation that might arise. The situation itself 
depends upon the history of the game so far. Therefore, a 
strategy might cooperate after some patterns of interaction 
and defect after others. Moreover, a strategy may use prob-
abilities. as in the example of a rule which is entirely ran-
dom with equal probabilities of cooperation and defection 
on each move. A strategy can also be quite sophisticated in 
its use of the pattern of outcomes in the game so far to 
determine what to do next. An example is one which, on 
each move, models the behavior of the other player using a 
complex procedure (such as a Markov process), and then 
uses a fancy method of statistical inference (such as Bayes-
ian analysis) to select what seems the best choice for the 
long run. Or it may be some intricate combination of other 
strategies. 

The first question you are tempted to ask is, "What is 
the best strategy?" In other words. what strategy will yield 
a player the highest possible score? This is a good question, 
but as will be shown later, no best rule exists independently 
of the strategy being used by the other player. In this sense, 
the iterated Prisoner's Dilemma is completely different 
from a game like chess. A chess master can safely use the 
assumption that the other player will make the most feared 
move. This assumption provides a basis for planning in a 
game like chess, where the interests of the players are com-
pletely antagonistic. But the situations represented by the 
Prisoner's Dilemma game are quite different. The interests 
of the players are not in total conflict. Both players can do 
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well by getting the reward, R, for mutual cooperation or 
both can do poorly by getting the punishment, P, for mu-
tual defection. Using the assumption that the other player 
will always make the move you fear most will lead you to 
expect that the other will never cooperate, which in turn 
will lead you to defect, causing unending punishment. So 
unlike chess, in the Prisoner's Dilemma it is not safe to 
assume that the other player is out to get you. 

In fact, in the Prisoner's Dilemma, the strategy that 
works best depends directly on what strategy the other 
player is using and, in particular, on whether this strategy 
leaves room for the development of mutual cooperation. 
This principle is based on the weight of the next move 
relative to the current move being sufHciently large to 
make the future important. In other words, the discount 
parameter, w, must be large enough to make the future 
loom large in the calculation of total payoffs. After all, if 
you are unlikely to meet the other person again, or if you 
care little about future payoffs, then you might as well 
defect now and not worry about the consequences for the 
future. 

This leads to the first formal proposition. It is the sad 
news that if the future is important, there is no one best 
strategy. 

Proposition 1. If the discount parameter, w, is sufficient-
ly high, there is no best strategy independent of the strate-
gy used by the other player. 

The proof itself is not hard. Suppose that the other play-
er is using ALL D, the strategy of always defecting. If the 
other player will never cooperate, the best you can do is 
always to defect yourself. Now suppose, on the other hand, 
that the other player is using a strategy of "permanent re-
taliation." This is the strategy of cooperating until you de-
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feet and then always defecting after that. In that case, your 
best strategy is never to defect, provided that the tempta-
tion to defect on the first move will eventually be more 
than compensated for by the long-term disadvantage of 
getting nothing but the punishment, P, rather than the 
reward, R, on future moves. This will be true whenever 
the discount parameter, w, is sufficiently great. s Thus, 
whether or not you should cooperate, even on the first 
move, depends on the strategy being used by the other 
player. Therefore, if w is sufficiently large, there is no one 
best strategy. 

In the case of a legislature such as the U.S. Senate, this 
proposition says that if there is a large enough chance that a 
member of the legislature will interact again with another 
member, there is no one best strategy to use independently 
of the strategy being used by the other person. It would be 
best to cooperate with someone who will reciprocate that 
cooperation in the future, but not with someone whose 
future behavior will not be very much affected by this in-
teraction (see, for example, Hinckley 1972). The very pos-
sibility of achieving stable mutual cooperation depends 
upon there being a good chance of a continuing interac-
tion, as measured by the magnitude of w. As it happens, in 
the case of Congress, the chance of two members having a 
continuing interaction has increased dramatically as the bi-
ennial turnover rates have fallen from about 40 percent in 
the first forty years of the republic to about 20 percent or 
less in recent years (Young 1966, pp. 87-90; Polsby 1968; 
Jones 1977, p. 154; Patterson 1978, pp. 143-44). 

However, saying that a continuing chance of interaction 
is necessary for the development of cooperation is not the 
same as saying that it is sufficient. The demonstration that 
there is not a single best strategy leaves open the question 
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of what patterns of behavior can be expected to emerge 
when there actually is a sufficiently high probability of 
continuing interaction between two individuals. 

Before going on to study the behavior that can be ex-
pected to emerge, it is a good idea to take a closer look at 
which features of reality the Prisoner's Dilemma frame-
work is, and is not, able to encompass. Fortunately, the 
very simplicity of the framework makes it possible to avoid 
many restrictive assumptions that would otherwise limit 
the analysis: 

1. The payoffs of the players need not be comparable at 
alL For example, a journalist might get rewarded with an-
other inside story, while the cooperating bureaucrat might 
be rewarded with a chance to have a policy argument pre-
sented in a favorable light. 

2. The payoffs certainly do not have to be symmetric. It 
is a convenience to think of the interaction as exactly 
equivalent from the perspective of the two players, but this 
is not necessary. One does not have to assume, for example, 
that the reward for mutual cooperation, or any of the other 
three payoff parameters, have the same magnitude for both 
players. As mentioned earlier, one does not even have to 
assume that they are measured in comparable units. The 
only thing that has to be assumed is that, for each player, 
the four payoffs are ordered as required for the definition 
of the Prisoner's Dilemma. 

3. The payoffs of a player do not have to be measured on 
an absolute scale. They need only be measured relative to 
each other.6 

4. Cooperation need not be considered desirable from 
the point of view of the rest of the world. There are times 
when one wants to retard. rather than foster, cooperation 
between players. Collusive business practices are good for 
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the businesses involved but not so good for the rest of soci-
ety. In fact, most forms of corruption are welcome in-
stances of cooperation for the participants but are unwel-
come to everyone else. So, on occasion, the theory will be 
used in reverse to show how to prevent, rather than to 
promote, cooperation. 

5. There is no need to assume that the players are ration-
al. They need not be trying to maximize their rewards. 
Their strategies may simply reflect standard operating pro-
cedures, rules of thumb, instincts, habits, or imitation (Si-
mon 1955; Cyert and March 1963). 

6. The actions that players take are not necessarily even 
conscious choices. A person who sometimes returns a favor, 
and sometimes does not, may not think about what strategy 
is being used. There is no need to assume deliberate choice 
at all.? 

The framework is broad enough to encompass not only 
people but also nations and bacteria. Nations certainly take 
actions which can be interpreted as choices in a Prisoner's 
Dilemma-as in the raising or lowering of tariffs. It is not 
necessary to assume that such actions are rational or are the 
outcome of a unified actor pursuing a single goal. On the 
contrary, they might well be the result of an incredibly 
complex bureaucratic politics involving complicated infor-
mation processing and shifting political coalitions (Allison 
1971). 

Likewise, at the other extreme, an organism does not 
need a brain to playa game. Bacteria, for example, are 
highly responsive to selected aspects of their chemical envi-
ronment. They can therefore respond differentially to what 
other organisms are doing, and these conditional strategies 
of behavior can be inherited. Moreover, the behavior of a 
bacterium can affect the fitness of other organisms around 
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it, just as the behavior of other organisms can affect the 
fitness of a bacterium. But biological applications are best 
saved for chapter 5. 

For now the main interest will be in people and organi-
zations. Therefore, it is good to know that for the sake of 
generality, it is not necessary to assume very much about 
how deliberate and insightful people are. Nor is it neces-
sary to assume, as the sociobiologists do, that important 
aspects of human behavior are guided by one's genes. The 
approach here is strategic rather than genetic. 

Of course, the abstract formulation of the problem of 
cooperation as a Prisoner's Dilemma puts aside many vital 
features that make any actual interaction unique. Examples 
of what is left out by this formal abstraction include the 
possibility of verbal communication, the direct influence of 
third parties, the problems of implementing a choice, and 
the uncertainty about what the other player actually did on 
the preceding move. In chapter 8 some of these complicat-
ing factors are added to the basic model. It is clear that the 
list of potentially relevant factors that have been left out 
could be extended almost indefinitely. Certainly, no intel-
ligent person should make an important choice without 
trying to take such complicating factors into account. The 
value of an analysis without them is that it can help to 
clarify some of the subtle features of the interaction-fea-
tures which might otherwise be lost in the maze of com-
plexities of the highly particular circumstances in which 
choice must actually be made. It is the very complexity of 
reality which makes the analysis of an abstract interaction 
so helpful as an aid to understanding. 

The next chapter explores the emergence of cooperation 
through a study of what is a good strategy to employ if 
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confronted with an Prisoner's Dilemma. This ex-
ploration has been done in a novel way, with a computer 
tournament. Professional game theorists were invited to 
submit their favorite strategy, and each of these decision 
rules was paired off with each of the others to see which 
would do best overall. Amazingly enough, the winner was 
the simplest of all strategies submitted. This was TIT FOR 
TAT, the strategy which cooperates on the first move and 
then does whatever the other player did on the previous 
move. A second round of the tournament was conducted in 
which many more entries were submitted by amateurs and 
professionals alike, all of whom were aware of the results 
of the first round. The result was another victory for TIT 
FOR TAT! The analysis of the data from these tourna-
ments reveals four properties which tend to make a deci-
sion rule successful: avoidance of unnecessary conflict by 
cooperating as long as the other player does, provocability 
in the face of an uncalled for defection by the other, for-
giveness after responding to a provocation, and clarity of 
behavior so that the other player can adapt to your pattern 
of action. 

These results from the tournaments demonstrate that un-
der suitable conditions, cooperation can indeed emerge in a 
world of egoists without central authority. To see just how 
widely these results apply, a theoretical approach is taken 
in chapter 3. A series of propositions are proved that not 
only demonstrate the requirements for the emergence of 
cooperation but also provide the chronological story of the 
evolution of cooperation. Here is the argument in a nut-
shell. The evolution of cooperation requires that individ-
uals have a sufficiently large chance to meet again so that 
they have a stake in their future interaction. If this is true, 
cooperation can evolve in three stages. 
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1. The beginning of the story is that cooperation can get 
started even in a world of unconditional defection. The 
development cannot take place if it is tried only by scattered 
individuals who have virtually no chance to interact with 
each other. However, cooperation can evolve from small 
clusters of individuals who base their cooperation on reci-
procity and have even a small proportion of their interac-
tions with each other. 

2. The middle of the story is that a strategy based on 
reciprocity can thrive in a world where many different 
kinds of strategies are being tried. 

3. The end of the story is that cooperation, once estab-
lished on the basis of reciprocity, can protect itself from 
invasion by less cooperative strategies. Thus, the gear 
wheels of social evolution have a ratchet. 

Chapters 4 and 5 take concrete settings to demonstrate 
just how widely these results apply. Chapter 4 is devoted to 
the fascinating case of the "live and let live" system which 
emerged during the trench warfare of World War I. In the 
midst of this bitter conflict, the front-line soldiers often 
refrained from shooting to kill-provided their restraint 
was reciprocated by the soldiers on the other side. What 
made this mutual restraint possible was the static nature of 
trench warfare, where the same small units faced each oth-
er for extended periods of time. The soldiers of these op-
posing small units actually violated orders from their own 
high commands in order to achieve tacit cooperation with 
each other. A detailed look at this case shows that when the 
conditions are present for the emergence of cooperation, 
cooperation can get started and prove stable in situations 
which otherwise appear extraordinarily unpromising. In 
particular, the "live and let live" system demonstrates that 
friendship is hardly necessary for the development of coop-
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eration. Under suitable conditions, cooperation based upon 
reciprocity can develop even between antagonists. 

Chapter 5, written with evolutionary biologist William 
D. Hamilton, demonstrates that cooperation can emerge 
even without foresight. This is done by showing that Co-
operation Theory can account for the patterns of behavior 
found in a wide range of biological systems, from bacteria 
to birds. Cooperation in biological systems can occur even 
when the participants are not related, and even when they 
are unable to appreciate the consequences of their own be-
havior. What makes this possible are the evolutionary 
mechanisms of genetics and survival of the fittest. An indi-
vidual able to achieve a beneficial response from another is 
more likely to have offspring that survive and that contin-
ue the pattern of behavior which elicited beneficial re-
sponses from others. Thus, under suitable conditions, coop-
eration based upon reciprocity proves stable in the 
biological world. Potential applications are spelled out for 
specific aspects of territoriality, mating, and disease. The 
conclusion is that Darwin's emphasis on individual advan-
tage can, in fact, account for the presence of cooperation 
between individuals of the same or even different species. 
As long as the proper conditions are present, cooperation 
can get started, thrive, and prove stable. 

While foresight is not necessary for the evolution of co-
operation, it can certainly be helpful. Therefore chapters 6 
and 7 are devoted to offering advice to participants and 
reformers, respectively. Chapter 6 spells out the implica-
tions of Cooperation Theory for anyone who is in a Prison-
er's Dilemma. From the participant's point of view, the 
object is to do as well as possible, regardless of how well 
the other player does. Based upon the tournament results 
and the formal propositions, four simple suggestions are 
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offered for individual choice: do not be envious of the oth-
er player's success; do not be the first to defect; reciprocate 
both cooperation and defection; and do not be too clever. 

Understanding the perspective of a participant can also 
serve as the foundation for seeing what can be done to 
make it easier for cooperation to develop among egoists. 
Thus, chapter 7 takes the Olympian perspective of a re-
former who wants to alter the very terms of the interac-
tions so as to promote the emergence of cooperation. A 
wide variety of methods are considered, such as making the 
interactions between the players more durable and fre-
quent, teaching the participants to care about each other, 
and teaching them to understand the value of reciprocity. 
This reformer's perspective provides insights into a wide 
variety of topics, from the strength of bureaucracy to the 
difficulties of Gypsies, and from the morality of TIT FOR 
TAT to the art of writing treaties. 

Chapter 8 extends the implications of Cooperation The-
ory into new domains. It shows how different kinds of 
social structure affect the way cooperation can develop. For 
example, people often relate to each other in ways that are 
influenced by observable features, such as sex, age, skin 
color, and style of dress. These cues can lead to social struc-
tures based on stereotyping and status hierarchies. As an-
other example of social structure, the r01e of reputation is 
considered. The struggle to establish and maintain one's 
reputation can be a major feature of intense conflicts. For 
example, the American government's escalation of the war 
in Vietnam in 1965 was mainly due to its desire to deter 
other challenges to its interests by maintaining its reputa-
tion on the world stage. This chapter also considers a gov-
ernment's concern for maintaining its reputation with its 
own citizens. To be effective, a government cannot enforce 
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any standards it chooses but must elicit compliance from a 
majority of the governed. To do this requires setting the 
rules so that most of the governed find it profitable to obey 
most of the time. The implications of this approach are 
fundamental to the operation of authority. and are illustrat-
ed by the regulation of industrial pollution and the supervi-
sion of divorce settlements. 

By the final chapter, the discussion has developed from 
the study of the emergence of cooperation among egoists 
without central authority to an analysis of what happens 
when people actually do care about each other and what 
happens when there is central authority. But the basic ap-
proach is always the same: seeing how individuals operate 
in their own interest reveals what happens to the whole 
group. This approach allows more than the understanding 
of the perspective of a single player. It also provides an 
appreciation of what it takes to promote the stability of 
mutual cooperation in a given setting. The most promising 
finding is that if the facts of Cooperation Theory are 
known by participants with foresight, the evolution of co-
operation can be speeded up. 
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